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METHOD AND SYSTEM FOR MANAGING
DATA STORAGE AND ACCESS ON A CLIENT
DEVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This is the first application filed for the present technology.

TECHNICAL FIELD

The present technology relates generally to data manage-
ment, and, in particular, to managing data storage and access
on storage systems of a client device, such as a mobile device.

BACKGROUND

Synchronization of data, such as media files, address book
or calendar entries, and the like, is commonly performed
between different computing devices, such as mobile devices,
smart phones, tablet computers, media players, desktop and
laptop computers, and the like.

In some cases, it may be required to synchronize large
numbers of files such as media files, large files, or both,
between different devices, such as between a desktop com-
puting device and a mobile computing device. However, com-
plications may arise due to storage limitations, for example
when there is limited persistent storage on the mobile com-
puting device. For example, some devices include plural file
systems, storage media, or both, such as removable and non-
removable media. In this case, data synchronization is com-
plicated by the existence of the plural file systems.

Therefore there is a need for a method and system for data
synchronization and management that is not subject to one or
more limitations of the prior art.

BRIEF DESCRIPTION OF THE DRAWINGS

Further features and advantages of the present technology
will become apparent from the following detailed descrip-
tion, taken in combination with the appended drawings, in
which:

FIG. 1 illustrates a method for managing data storage and
access on a computing device, in accordance with embodi-
ments of the present technology.

FIG. 2 illustrates an apparatus for managing data storage
and access on a computing device, in accordance with
embodiments of the present technology.

FIG. 3 illustrates a block diagram of a unified file system
interface, in accordance with embodiments of the present
technology.

FIG. 4 illustrates a block diagram of an inter-storage sys-
tem management module, in accordance with embodiments
of the present technology.

FIG. 5 illustrates a computing device associated with plural
storage systems, in accordance with embodiments of the
present technology.

FIG. 6 illustrates correspondences between alias file paths
and actual file paths, in accordance with embodiments of the
present technology.

FIG. 7 illustrates a set of operations for generating a set of
alias file paths from metadata, in accordance with embodi-
ments of the present technology.

FIG. 8 illustrates a set of operations for managing storage
of'content across a plurality of storage systems, in accordance
with embodiments of the present technology.
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It will be noted that throughout the appended drawings,
like features are identified by like reference numerals.

DETAILED DESCRIPTION

The present technology generally provides a method, appa-
ratus and computer program product related to managing data
storage and access on plural file systems, storage media, or
both, of at least one computing device, such as a client mobile
device. As used herein, file systems, storage media, or com-
binations of both, are collectively referred to as “storage
systems.” Computing devices may be mobile devices (for
example smart phones, tablet computers, media players, and
the like), network drives, computers or their hard drives,
solid-state memory devices, or the like.

Various embodiments of the present technology relate to
the operation of a computing device, such as a mobile device.
The computing device is associated with two or more storage
systems. For example, the computing device may include a
non-removable, non-volatile memory such as internal flash
memory, as well as a socket for holding a removable non-
volatile memory such as an SD™ Card. The computing
device may be subject to full or partial data synchronization
operations, for example to synchronize data stored thereon
with selected data stored on at least one other computing
device, such as a desktop or laptop computer.

In some embodiments, a storage system may correspond to
a virtual file system, a remote storage system, a cloud-based
storage system, or the like. In some embodiments, some stor-
age systems may reside on one mobile computing device,
while others may reside on another mobile computing device.

For various reasons, such as performance optimization, it
may be desirable to manage the allocation of different data
files to different ones of the various storage systems of the
computing device. For example, it may be desirable to group,
as much as possible, all media files of a certain type within the
same storage system. As another example, it may be desirable
to store certain media files such as video files on a storage
medium having sufficient access speed to support reliable
playback. As yet another example, it may be desirable to
move large files off of a first file system and onto another, to
make room for other files (such as internal executable or
configuration files) which may be required to be on the first
file system, for example for security or operational reasons.

Embodiments of the present technology facilitate such data
management by determining which of the computing
device’s storage systems should be used for storing various
data files. Such a determination may be performed for new
data files introduced for storage on the computing device via
a synchronization operation. Such a determination may addi-
tionally be performed for existing data files already stored on
the computing device, for example in order to re-evaluate its
storage location and potentially move the data file. Such a
determination may be made for a combination of data files,
for example in order to swap locations of existing data files, or
to move an existing data file to a diftferent location in order to
make room for a new data file. Data management operations
may be ongoing and dynamic.

However, it is further recognized that, as such data man-
agement operations involve moving files from one location to
another, data management may interfere with existing data
synchronization schemes. For example, a data management
operation may cause a file stored on one storage system of the
computing device to be moved to another storage system of
the computing device. During the next data synchronization
event, a data synchronization engine would not necessarily be
informed of the file move, which may cause an exception or
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undesired operation to occur during the synchronization
(such as a file deletion, data corruption, file duplication, error,
or the like).

Embodiments of the present technology aid in solving the
above-identified problem by providing a unified file system
interface which is usable for accessing and interacting with
the various data stored on the two or more storage systems,
storage media, or both, of the computing device. Notably, the
apparent location of a file in the unified file system is unat-
fected if the actual location of that file is moved due to a data
management operation.

The unified file system may comprise a unified file system
interface which acts as a directory structure. In some embodi-
ments, the unified file system interface may comprise a
lookup table which associates alias file paths with actual file
paths, the lookup table being maintained dynamically. In
some embodiments, the unified file system interface may be
generated dynamically, for example on the basis of metadata
and in response to external commands or queries.

In some embodiments, for each data file stored on the
computing device, the unified file system interface is config-
ured to define an alias file path which is usable to access the
data file, for example by synchronization engines or other
external utilities. The unified file system interface is further
configured to track the details of where the actual correspond-
ing data file is stored, for example including the storage
system, file system path, and the like. Ifthe data file is moved
due to data management operations, these storage details are
updated. The unified file system interface is further config-
ured to maintain a set of associations between alias file paths
and actual file paths (the actual file paths including a desig-
nation of the actual storage system upon which the data file is
stored), and to translate between alias file paths and actual file
paths as required in order to support data synchronization and
other external operations. The set of associations may be
maintained in the form of a data structure stored in memory,
such as a list, a table, or the like.

Additionally, in some embodiments, if different storage
systems of the computing device respond to different syn-
taxes, the unified file system interface may perform syntax
translation. Thus, a common syntax may be used to interact
with the different storage systems.

Thus, various embodiments of the present technology
involve the interaction between the above-described data
management and unified file system interface functionalities.
Furthermore, it is recognized that various synergistic advan-
tages may arise from the interaction between these two fea-
tures. For example, the presence of a unified file system
interface may allow for data management operations to be
performed without adversely impacting separate data syn-
chronization schemes. As another example, to be described in
more detail below, various functionalities of the unified file
system interface may be re-used in performing data manage-
ment operations and vice-versa, thereby reducing the number
of separate elements of the combined system.

Various embodiments of the present technology address
the problem of how to enable synchronization of a potentially
large amount of data to a mobile device having limited per-
sistent storage. In one embodiment, a desktop management
utility may be configured, in response to synchronization
operations, to synchronize a large amount of data to the
mobile device and, if a first storage medium (such as an SD™
card) is full, then some of the data may be synchronized to an
internal storage medium of the mobile device, such as flash
memory. The utility may be configured to resolve the bound-
ary across the various storage media, including tracking of
files such as music playlists, picture albums, video albums,
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and document folders that traverse the different storage
media. On the desktop, storage system interfaces for the
plurality of storage media are combined into a single unified
file system abstraction. Client applications may then con-
struct paths from the unified file system, and may further be
abstracted from the details of which underlying storage sys-
tem is being used to store and retrieve files and storage system
information.

Continuing with the above embodiment, a data manager,
associated with the unified file system, may be provided
which monitors the available space across all the storage
media associated with the computing device. When new files
are provided for synchronization from a desktop to the com-
puting device, for example a mobile device, the data manager
directs where the files are to be stored. For example, a primary
drive may be targeted first where space is available, otherwise
files may be written to a corresponding location on a second-
ary drive. For example, a device file path, constructed in
correspondence with the unified file system interface:

WDTS[PIN[\nified\album\artist\track.mp3
may be written to an actual file path corresponding to a
removable SD™ card:

\WIP-
address\removable_ SDCARD\music\album\artist\track.mp3
where space is available, but, if space is not available on the
SD card, then the above device file path may instead be
written to a different actual file path:

\[P-address\internal\music\album\artist\track.mp3
on the secondary drive, corresponding to device internal
memory. When a collection such as a playlist, picture album,
video album, or document folder is synced from the device to
the desktop, file items may be combined from corresponding
locations across the drives. For example, a query for files in
the folder:

WDTS[DEVICE_PIN\unified\music\album\artist
return files from both:

\WP-address\removable_ SDCARD\music\album\artist
and

\\[Paddress\internal\music\album\artist.

Because the unified file system is abstracted from synchroni-
zation logic, data management operations may occur without
disrupting the synchronization logic. In particular, drive
space can be adjusted by moving files between drives in
accordance with data management operations. For example, a
large video file may be relocated from an SD™ Card to an
internal drive in order to co-locate pictures from a picture
album on the same drive.

Accordingly, and with reference to FIG. 1, an aspect of the
present technology provides a method 100 for managing data
storage and access on a computing device. The computing
device includes two or more storage systems, for example two
or more storage media each of which is associated with its
own file system. The method comprises providing 110 a
unified file system interface. The method further comprises
providing 115 access to the data stored on the two or more
storage systems via a common structure of the unified file
system interface. This common structure typically appears as
atree-like directory structure commonly associated with stor-
age systems. The common structure is then provided for use
by external applications such as synchronization utilities to
navigate the unified file system interface, and includes an
alias file for each data file stored on the two or more storage
systems. The alias file, in combination with its location within
the common structure, is referred to as an alias file path.
Furthermore, the common structure is made to be indepen-
dent of the actual location of the data within the two or more
storage systems. The method further comprises providing

may
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120, for alias file, information specifying the actual location
of the data associated with the alias file. For example, this
information may be maintained in a lookup table or in a data
item such as a pointer located within the unified file system
interface. As another example, this information may be gen-
erated as required, for example based on metadata stored
within the device, each item of metadata including a reference
to the actual location of an associated data file.

The method further comprises performing 130 data man-
agement operations on the two or more storage systems. Data
management operations comprise determining, in accor-
dance with a rule set, where data is to be stored within the two
or more storage systems, and storing or moving the data
accordingly. The rule set may be predetermined in the sense
that it has a given form upon commencement of data man-
agement operations. The rule set may be a fixed rule setor a
rule set which is variable. A variable rule set may be changed
for example to facilitate load balancing. The method may
further comprise maintaining 140 the associations between
the alias files and the actual locations ofthe associated data, in
response to said data management operations. Additionally or
alternatively, the method may further comprise maintaining
associations between metadata and the actual locations of the
data files associated with the metadata, in response to said
data management operations. For example, if a data file is
moved, its associated metadata may be updated to point to the
new file location, moved along with the data file, or both.

Another aspect of the present technology provides a com-
puter program product for facilitating management of data
storage and access on a computing device, such as a mobile
device operatively coupled to a host computer. The computer
program product comprises code which, when loaded into
memory and executed on a processor of a host computer, is
adapted to perform operations associated with methods and
apparatus as described herein. The code of the computer
program product may be executed on a host computer system,
to which the computing device is removably communica-
tively coupled.

With reference to FIG. 2, another aspect of the present
technology provides an apparatus 200 for facilitating data
storage and access on a computing device 230. The comput-
ing device 230 comprises at least a first storage system 232
and a second storage system 234. The apparatus 200 com-
prises a unified file system interface 205 configured to facili-
tate interaction with the computing device. The unified file
system interface is configured to function, from the perspec-
tive of an external client utility, as a file system capable of
facilitating interaction with content of both the first storage
system and the second storage system. The apparatus 200
further comprises an inter-storage system management mod-
ule 210 configured to manage storage of content across the
first storage system and the second storage system in accor-
dance with a rule set. File locations within the unified file
system interface are independent of locations of correspond-
ing content of the first storage system and the second storage
system. The unified file system interface 205 may optionally
comprise a lookup table 207, which is configured to associate
alias file names, alias file paths, or both, with actual file
names, actual file paths, or both. The alias file names and alias
file paths correspond to the file locations within the unified
file system interface and may remain unchanged even as the
actual file names, actual file paths, or both, are updated. As the
inter-storage system management module allocates or
updates actual file names, actual file paths, or both, the lookup
table is also updated.

The term “file system” is used to describe an aspect of a
computing device which stores data in a predefined format. A

10

15

20

25

30

35

40

45

50

55

60

65

6

file system may be associated with one or more data storage
media such as hard drives, magnetic, optical or solid state
memory, or the like, or a combination thereof. Such data
storage media are typically, but not necessarily, rewritable
and non-volatile media. Examples of file systems include
FAT, NTFS, UFC, DFTP, and the like.

The term “syntax” is used to describe a structured language
for interacting with an aspect of a computing device, such as
a file system. A syntax typically comprises both input syntax
and output syntax. Input syntax comprises a syntax for
expressions to which the device employing the syntax is
responsive. Output syntax comprises a syntax for expressions
which are generated by the device, for example in response to
input composed using the input syntax. Interaction with dif-
ferent devices or aspects thereof may follow different syn-
taxes. That is, a particular device aspect may be responsive to
input expressed in a particular input syntax, and may generate
output expressed a particular output syntax. Different aspects
of computing devices, such as file systems, may have differ-
ent but typically at least partially analogous capabilities. As
such, different syntaxes may relate to different but at least
partially analogous expressions such as messages, com-
mands, queries, and the like. For completeness, the term
“syntax” may also encompass “grammar,” where appropriate.

In some cases the term “syntax” may be extended to
encompass conditional or unconditional sequences of expres-
sions, interaction rule sets, and the like. An interaction rule set
may comprise, for example, a first sequence of one or more
commands, an instruction to wait for and process a response
to the first sequence, and an instruction to select a second
sequence of one or more commands from a predetermined
list, based on the processed response.

The term “expression” is used to describe expressible
aspects of a syntax. Examples of expressions include mes-
sages, commands, queries, path expressions, and the like.
Expressions may be compounded with other expressions,
variables, or the like, in accordance with predetermined rules
of the syntax.

The term “translation” is used to describe translation of
expressions between two syntaxes. For bidirectional commu-
nication, translation may accordingly be a bidirectional pro-
cess. For example, a query expressed in a first syntax, such as
a generic syntax, may be translated into an analogous query
expressed in a second syntax, such as a device-specific syn-
tax, and a response to the query, expressed in the second
syntax, may be subsequently translated into the first syntax.

The term “data synchronization™ pertains to operations
which ensure data content, such as media files, database
entries, address book contacts, calendar entries, and the like,
of separate file systems is substantially synchronized or mir-
rored. Data synchronization may comprise comparing, delet-
ing, updating, adding, and moving files in the file systems,
and the like, as would be readily understood by a worker
skilled in the art.

Unified File System Interface

The present technology relates, in part, to a unified file
system interface for facilitating interaction with the comput-
ing device. The unified file system interface can be configured
to function as a file system capable of facilitating interaction
with content of the various storage systems of the computing
device. The unified file system interface may correspond to
functionality of a host computer system to which the comput-
ing device is connected. The unified file system interface may
be used by various utilities such as synchronization utilities,
to facilitate synchronization of data between the host device
and the (mobile) computing device.
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In some embodiments, the unified file system interface
may not necessarily be a fully configured file system. Rather,
the unified file system interface may be a computer function-
ality which is configured to function as a file system, but in
fact operates as an intermediary between the storage systems
of the computing device and other utilities such as synchro-
nization utilities. The unified file system interface may be
configured to translate communications between the utilities
and the storage systems, such as commands, queries,
responses, and the like.

In various embodiments, the unified file system interface is
navigable via directories or folders, sub-directories or sub-
folders, files, and the like. Navigating the unified file system
interface is performed via predetermined command syntax as
would be readily understood by a worker skilled in the art.

In various embodiments, the present technology is config-
ured to provide filename translation, file path translation, or a
combination thereof. For example, a lookup table may be
maintained which associates the names and path locations of
files stored on the first storage system and the second storage
system with alias file names and paths associated with the
unified file system. When a command or query, for example
issued by a synchronization utility, is submitted to the unified
file system interface, and that command or query includes a
reference to an alias file name, alias file path, or both, then the
unified file system interface may be configured to translate the
command or query into a command or query directed to an
appropriate one of the first or second storage systems. The
translation may comprise translating the alias file name, alias
file path, or both, into an actual file name, file path, or both, via
the lookup table.

In some embodiments, if an association between an alias
file and an actual file does not currently exist, another rule set
may be invoked to determine a status of the alias file which
does not have a corresponding actual file, or a status of the
actual file which does not have a corresponding alias file. The
determined status may include an ownership of the file,
whether the file may be overwritten, or the like, or a combi-
nation thereof.

In some embodiments, said other rule set may be config-
ured to determine a course of action in situations where a
single alias file is associated with plural actual files. For
example, if the following alias file path
\unified\media‘\photos\pic0001 jpg maps to two existing
files: (a) \\[ip-address|\internal\photos\pic001.jpg and (b)
\\[ip-address\removable_sdcard\photos\pic001.jpg, then
rules may be defined to dynamically generate two unique
aliases for each file and record the mapping for the duration of
device connection (example: where each file is unique). This
corresponds to a rule set which is configured to maintain a
separate alias for each actual file, dynamically generating the
aliases if required. Alternatively, rules may be defined to
allow the existence of a primary file to, in effect, hide the
existence of the secondary file. This may be appropriate, for
example where the files having a common alias are substan-
tially identical. A file comparison may be performed to deter-
mine whether the files are identical and, if so, a common alias
may be used, one of the files may be deleted, or the like.

In some embodiments, metadata queried from the device
may be used to identify conflicts or exceptions such as iden-
tified, for example to identify where two files with the same
name and location (within their respective file systems) exist.

In some embodiments, said other rule set may be config-
ured to determine a course of action in situations where a
single alias file is registered as being associated with one or
more actual files, but the actual files don’t exist. For example,
the above-mentioned alias file path
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\unified\media‘\photos\pic0001 jpg may point to the same
file locations (a) and (b) also identified above, although nei-
ther file (a) nor (b) actually exists.

In this case, the rule set may be configured to apply file
system operations to the drive (or storage system) where an
existing drive reservation has been made. Further, where no
drive reservation exists, the rule set may be configured to
apply file system operations directly to the primary drive.
Further, if using the primary drive fails, certain operations
may be applied to the secondary drive (for example, creating
a new file).

In some embodiments, said other rule set may be config-
ured to determine a course of action in situations where an
alias file is associated with an actual file that exists on a
non-primary drive. For example, the above-identified alias
\unified\media‘\photos\pic0001 jpg may point to a file that
exists on the secondary drive, but not on the primary drive. IN
this case, for performance efficiencies, the metadata queried
from the device may identify the actual file and how the alias
is be translated. Where metadata may not be available, the
unified file system interface may be configured to detect this
condition through dynamic existence checks. A lookup table
may be used for caching purposes to improve performance.

In some embodiments, rather than storing and maintaining
associations between alias files and actual files, data in the
lookup table, unified file system, or both, may be generated
based on metadata, for example contained in a database
stored on the computing device. Metadata may include file
information such as creator, owner, title, file type, tags, file-
name, file path, file size, and the like. For media files, meta-
data may include artist, album, song or movie title, or the like.
An indexer functionality of the present technology may be
configured to acquire this information from the database and
use it to generate contents and structure of the unified file
system as required, for example dynamically.

In various embodiments, the stored metadata represents a
store of information related to actual file locations, which
may be translated, as required, into unified file system con-
tents. Information presented via the unified file system inter-
face, which is indicative of structure and contents of the real
or virtual unified file system may be generated dynamically or
stored in memory.

In various embodiments, the present technology is config-
ured to provide for syntax translation. For example, interac-
tion with a first storage system of the computing device may
require a first syntax, while interaction with a second storage
system may require a second syntax. Interaction with the
unified file system interface may be via a third syntax (pos-
sibly equal to the first or second syntax). The unified file
system interface may be configured to translate commands or
queries provided to it in accordance with the third syntax, for
example by a synchronization utility, into the first syntax or
second syntax, as appropriate. The unified file system inter-
face may further be configured to translate responses pro-
vided to it by the computing device, from the first or second
syntax to the third syntax, as appropriate. Expressions cast in
one syntax may thus be translated into corresponding expres-
sions cast in another syntax, as necessary in order that inter-
action with various storage systems may be supported using a
common syntax.

Data Management

The present technology relates, in part, to managing stor-
age of content across the first storage system and the second
storage system in accordance with a rule set. Content may be
managed as it is stored, after it is stored, or a combination
thereof.
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The rule set may be configured according to various crite-
ria, as described elsewhere herein. For example, the rule set
may define preferred amounts of free space to be maintained
on each storage system, preferred file types to be allocated to
each storage system, and the like. The rule set may allocate
data to storage systems such that the integrity of a data file is
preserved, that is the data file is not split into separate parts,
each part stored on a different storage system. Important files
may be backed up on plural storage systems. Error correction
facilities, such as those used in RAID systems, may also be
used to provide data integrity.

In some embodiments, as content is stored on a storage
system or moved between storage systems, a lookup table of
the unified file system interface is updated accordingly. For
example, a lookup table entry may include, for a given data
file, an alias file name and alias file path, as well as an actual
file name and actual file path. The alias file name and alias file
path are used by external utilities for interaction with the data
via the unified file system interface. The actual file name and
actual file path are assigned once the data file is stored accord-
ing to therule set. If the data file is moved, the actual file name
and actual file path stored in the lookup table are updated
accordingly. The alias file name and alias file path remain
unchanged upon movement of the data file, and are indepen-
dent of the actual file name and actual file path.

In embodiments where the unified file system interface is
configured dynamically on the basis of metadata, the meta-
data, rather than the lookup table, may be updated as content
is stored or moved. Alternatively, if the metadata is distributed
with the files, rather than being held in a database or other data
structure, updating of metadata may not be performed.
Rather, as the files and/or metadata are indexed by an indexer
application, the output of the indexer application will be
necessarily changed as files are stored or moved.

In some embodiments, client applications may reserve
space on a particular storage system, or on a combination of
storage systems. Data management will then operate to
respect such reservations of space.

In some embodiments, when initiating data transfer, for
example related to storing large amounts of data, multiple
files, or the like, on a selected storage system, the present
technology may be configured to reserve space on the
selected storage system before performing the transfer. This
may be beneficial if other applications are also writing to the
same storage system, so that they do not interfere with the
pending transfer.

For example, the following steps may be performed when
initiating the transfer of data to a computing device. A check
may be performed for existing space reservations related to
storage systems associated with the device, for example res-
ervations made by other applications. If reservations exist,
then the reserved amount of space is deemed unavailable for
storage. Reservations may be related to a particular storage
system associated with the device, for example, or else they
may be general to the device. A further check may be made to
determine whether one or more storage systems have suffi-
cient space available, taking into account existing reserva-
tions, to accommodate the data transfer. If sufficient space is
available, then the storage may proceed. A further check may
be performed for customization in the look-up table. For
example, where space is available, a decision could be made
to keep music/picture/video albums co-located on the same
drive. In some cases, files may be shuffled between drives to
achieve the required space allocations. Finally, a decision
may be made as to which storage system associated with the
device will be the target of the data transfer. For example, the
data may be transferred to a designated primary storage sys-

25

40

45

10

tem if sufficient space is available, and otherwise the data may
be transferred to a designated secondary storage system.

In some embodiments, if a storage system, such as a
removable storage medium, is not currently present, synchro-
nization operations related to that storage system may be
deferred. The present technology may be configured to rec-
ognize that a removable storage medium may be temporarily
disconnected, and operate in anticipation that it will be recon-
nected in future.

In some embodiments, storage of content across the vari-
ous storage systems is managed at least in part in order to
facilitate load balancing. L.oad balancing may comprise stor-
ing selected content in selected storage systems in a manner
that improves one or more of access times, synchronization
performance, and the like. Load balancing may additionally
or alternatively comprise allocating a given amount of data to
be stored in each storage system, for example such that each
storage system is filled to about the same proportion of its
total capacity.

In some embodiments, load balancing may comprise stor-
ing files that are likely to be accessed concurrently on differ-
ent storage systems. In some embodiments, load balancing
may comprise, when given different files to be concurrently
written to storage, writing the different files to different stor-
age systems. This may increase transfer rates and perfor-
mance, since overall write bandwidth may be increased.
Similarly, when given different files that are likely to be
concurrently read from storage, these files may be written to
different storage systems so that, subsequently, they may be
read in parallel rather than in series, thereby reducing data
read times.

Invarious embodiments, load balancing may be performed
when at least some storage systems are not co-located. For
example, this may be the case when one of the storage sys-
tems is remote or cloud-based. In this case, load balancing
may potentially take into account factors such as data access
times, bandwidth, latency, and the like, when deciding on a
combination of storage systems to use for storing a given set
offiles. The storage systems may be selected, and appropriate
proportions of data allocated to each, in order to realize a
desired target data read or data write access time.

In various embodiments, the rule set for managing storage
of content is adjusted to facilitate load balancing. Thus, the
rule set may comprise rules which are dynamically adjusted,
for example in accordance with one or more meta-rules.
Example System

FIG. 3 illustrates a block diagram of a unified file system
interface (UFSI) 300 provided in accordance with embodi-
ments of the present technology. The UFSI 300 is operatively
coupled to a plurality of storage systems 350, 360 via a
storage system interface module 325. The UFSI comprises an
external interface 305 for interfacing with systems such as
synchronization modules. A system interfacing with the
UFSI via the external interface 305 may interact with the
UFSI as if it were a single file system including the contents
of the plurality of storage systems 350, 360. The external
interface 305 may thus be responsive to a limited or full set of
operations commonly associated with file systems.

The UFSI comprises a storage system identification mod-
ule 310 which operates as follows. When a command or query
is received at the external interface 305 which includes what
appears to be an alias file path, that alias file path is passed to
the storage system identification module 310. The storage
system identification module is configured to determine
which of the plurality of storage systems 350, 360 is being
used to store the file associated with the alias file path. The
determination may be made by consulting a lookup table 335
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of the UFSI, which maintains up-to-date associations
between alias file paths and the storage system being used to
store the actual file associated with the alias file path.

The UFSI further comprises a path translation module 315
which is configured to translate alias file names, alias file
paths, or a combination thereof, into actual file names, actual
file paths, or a combination thereof. The path translation
module may also operate in the reverse direction. Translation
operations are enabled by the lookup table 335.

The UFSI further comprises an optional syntax translation
module 320. The syntax translation module is configured to
translate commands, queries and responses between syntaxes
as required.

The UFSI further comprises a storage system interface
325, which operates to communicate various commands and
queries to the targeted storage systems, and to receive and
forward responses from the various storage systems.

The UFSI may further optionally comprise a cache
memory 340, which may be used as temporary storage when
transferring data to, from, or between storage media. Addi-
tionally or alternatively, each storage system 350, 360 may
comprise its own cache memory 355,365, which may be used
for temporary storage when transferring data to or from that
associated storage system. Cache memory may be useful, for
example, to reduce delays associated with file transfers, for
example when one file system is remote or cloud-based.

The UFSI further comprises a unified interface extension
330, which allows direct access to the lookup table 335,
syntax translation module 320 and storage system interface
325. The unified interface extension may be used by an inter-
storage system management module (ISSM) 400, for
example to monitor the locations of various data files, to
change the locations of data files as required, and to adjust the
lookup table 335 to reflect changes to file locations. Monitor-
ing of data file locations may be performed by querying the
lookup table 335.

Insome embodiments, when the UFSI receives a command
to store data, the storage system identification module 310
may be configured to query the ISSM 400 in order to identify
where the data should be stored.

FIG. 4 illustrates the ISSM 400 in more detail. The ISSM
comprises an interface 410, configured to facilitate commu-
nication between the various components of the ISSM and at
least the unified interface extension 330 of the UFSI. The
ISSM may further comprise a storage system monitoring
module 420, which is configured to monitor how data is
stored on the various storage systems 350, 360. The ISSM
further comprises a data management module 430, which is
configured to direct where data is stored based on a rule set.
The data management module may direct data as it is initially
stored. The data management module may further adjust the
location of previously stored data. The ISSM further com-
prises a lookup table update module 440, which is configured
to update the path lookup table 335 so that it accurately
reflects data file locations, which may have been adjusted by
the data management module 430.

In the present example system, the ISSM communicates
with the storage systems via the UFSI 300. Alternatively, the
ISSM may communicate with the storage systems more
directly, that is without such communication being routed
through the UFSIL.

Additional Details

In some embodiments, clients are required to provide a
unique file path identifier for the unified file system. An
example file path is \DTS[DEVICE_PIN\unified.
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In some embodiments, clients are additionally required to
provide a file system root path for each file system associated
with the computing device.

In some embodiments, each file system may reside on a
unique volume, drive, or combination thereof. Different file
systems may correspond to different protocols or formats, or
all file systems may correspond to the same format. Possible
formats include DFPT, Win32, and the like.

In some embodiments, a file system may be an abstraction
of one or more other underlying file systems. Abstraction
layers may be provided for various reasons, such as simplifi-
cation, protocol translation, or the like.

In some embodiments, plural root paths may exist within
the same volume or drive. In further embodiments, plural root
paths may be arranged such that one root path is not the parent
of another root path. For example, where multiple music
libraries are stored in two distinct file system root paths (for
example between Windows™ Media Player™ and
iTunes™), a unified file system may be configured to provide
a single “files and folders” based view of both libraries.

In various embodiments, one or more storage systems are
associated with a priority level. For example, at least one
storage system is designated as primary. In addition, other
storage systems may be designated as secondary, tertiary, etc.
The priority level may determine the order in which storage
systems are considered for storing new data during a synchro-
nization event, for example.

Example root paths may include:

\DTS[DEVICE__A_ PIN]unedia;
\DTS[DEVICE__A_ PIN]\wremovable_ sdcard;
C:\user\[user]\music;

WCLOUDJ[user]\music.

Various embodiments of the present technology comprise
monitoring of available storage space across all of the storage
systems associated with the computing device. Some
embodiments may be configured to provide the ability to
reserve space on the unified file system for copying new files,
overwriting existing files, or a combination thereof. In further
embodiments, reservations may be cancelled after they are
made.

In some embodiments, when there is not enough storage
space on a primary storage system for a given storage opera-
tion, then a secondary storage system may automatically be
selected and used for the storage operation. This may corre-
spond to automatic failover of storage operations from a
primary drive to a secondary drive.

In some embodiments, the unified file system interface
provides for one or both of: a combined directly listing across
all storage systems; and discovery of files across all storage
systems.

Insome embodiments, if a file stored on one storage system
shares the same relative location as a file on another storage
system, the present technology allows for interaction with
either file. For example, each file may be associated with a
different alias file path in the unified storage system. Alias file
paths may be differentiated by assigning a unique file name,
appending filenames with a unique extension, placing difter-
ent alias files in different directories, or the like, or a combi-
nation thereof.

In some embodiments, multiple clients, such as synchro-
nization utilities, are capable of concurrently interacting with
the present technology, for example via the unified file system
interface.
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The following is an example of copying a new file to a
computing device via a unified file system interface, in accor-
dance with an embodiment of the present technology. A call-
ing client (such as a client associated with a synchronization
utility) optionally makes a reservation to ensure that space is
available on one or more storage systems of the computing
device. Determining whether space is available may make use
of drive space monitoring functionality. Space reservations
may be made for multiple files at a one time. The calling client
subsequently issues a file copy command against the unified
file system. A given destination file path is rooted with a
unified file system path identifier.

Continuing with the above example, the unified file system
interface subsequently copies the file or files. Upon a reser-
vation of space being made, space is allocated on a destination
storage system. The destination storage system may be set as
a designated primary storage system. Otherwise, if insuffi-
cient space is available or other conditions are not satisfied,
the destination storage system may be set as another non-
primary storage system. If a reservation has been made, a
copy file command is issued to the destination storage system.
Upon success of the copy operation, the reservation is
released. If a reservation has not been made, a check is made
to ensure that adequate storage space is available on the
primary storage system. [f adequate space is available, a copy
file command is issued to the primary storage system. [f space
is not available, a copy file command is issued to another
non-primary storage system.

FIG. 5 illustrates, in accordance with embodiments of the
present technology, a computing device 500, in the form of a
mobile device, operatively coupled to a host computer system
510, for example via a wired or wireless connection, and
optionally to a remote or cloud storage system 520 via a
wireless network. The computing device is associated with
the remote or cloud storage system 520, as well as an internal
storage system 505, such as a flash memory, and with a
removable storage system 507, such as an SD™ card.

The host computer system 510 is configured to provide a
unified file system interface for accessing contents of the
remote or cloud storage system 520, the internal storage
system 505, and the removable storage system 507. Data
synchronization between the host computer system 510 and
the computing device 500 may be performed via the unified
file system interface.

In some embodiments, one or more of the remote or cloud
storage system 520, the internal storage system 505, and the
removable storage system 507, are associated with a priority
level. For example, the removable storage system 507 may be
designated as primary, the internal storage system 505 may be
designated as secondary, and the remote or cloud storage
system 520 may be designated as tertiary. Files may be pref-
erentially stored to higher priority storage systems, for
example during a synchronization or data management event.

FIG. 6 illustrates a set of correspondences between alias
file paths 610 and actual file paths 620, in accordance with
embodiments of the present technology. The correspon-
dences may be encoded in the form of a database or lookup
table stored in computer memory, for example. Alternatively,
the various correspondences may be generated dynamically
asrequired. The alias file paths 610 designate how a particular
file may be accessed via the unified file system interface. The
actual file paths 620 designate the actual storage system, and
location within that storage system, where each particular file
is actually stored (or virtually stored in the case of a virtual
storage system). In various embodiments, when a file having
a particular alias is accessed or queried via the unified file
system interface, the unified file system interface translates
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the alias file path into the corresponding actual file path, and
issues an appropriate command for processing by the storage
system designated within the actual file path.

FIG. 6 further illustrates the modification 630 of a particu-
lar actual file path, for example due to the corresponding file
being moved. Notably, although this actual file path is modi-
fied, the corresponding alias file path remains unmodified and
independent of the actual file path. In contrast, when a file is
added or deleted 640, both an alias file path and an actual file
path corresponding to that file are added or deleted.

FIG. 7 illustrates a set of operations for generating a set of
alias file paths from metadata, in accordance with embodi-
ments of the present technology. Upon receipt 710 of a query
or command at the unified file system interface, metadata is
obtained 720 for all storage systems related to a computing
device. The metadata may be stored in a central database, a
collection of databases, for example one on each storage
system, or distributed throughout the storage systems, for
example distributed with files in the corresponding file sys-
tems. The metadata may be sorted 730 if it is not already
sorted. For example, the metadata may be sorted by file size,
file type, file name, artist, album, or the like. A set of alias file
paths, for example arranged in accordance with a tree-like
directory structure, is then constructed 740 from the meta-
data. In some embodiments, the set of alias file paths repre-
sents only a portion of all available files. The portion may be
constructed based on contents of the original query. For
example, if the query relates to music files only, the set of alias
file paths may reflect only stored music files. The unified file
system interface is configured to exhibit the constructed set of
file paths on demand.

FIG. 8 illustrates a set of operations for managing storage
of'content across a plurality of storage systems, in accordance
with embodiments of the present technology. The set of
operations may be executed, in part, by an inter-storage sys-
tem management module. The set of operations may initiated
by receipt 810 of new content to be stored by the computing
device, for example in accordance with a synchronization
operation. Optionally, the set of operations may initiated by
receipt 815 of a command to re-evaluate and maintain storage
on the computing device. Such maintenance commands may
be received periodically as part of a maintenance routine,
user-generated, generated in response to one or more events
such as storage levels or other performance metrics approach-
ing a predetermined limiting value, or the like.

The set of operations comprises obtaining 820 a set of
operating parameters from memory, for example memory
associated with the computing device, a host computer sys-
tem, or a combination thereof. The operating parameters may
designate priority levels of one or more storage systems asso-
ciated with the computing device. The operating parameters
may further include storage system memory capacity, current
used and free space, and the like. The operating parameters
may further comprise performance optimization criteria to be
used, load balancing criteria, and the like.

In some embodiments, the operating parameters may fur-
ther comprise a file rearrangement limit, which limits the
degree to which existing files on the storage systems may be
rearranged in computation of the present storage solution. For
example, when a new file is being added, the limit may
specify that no other files are to be moved, one, two or more
files may be moved as necessary. The file rearrangement limit
may also specify circumstances under which files may be
moved. The file rearrangement limit may be specified in
various terms, such as number of files that can be moved,
amount of data that can be moved, time that can be used for
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moving data, number of logical operations and memory
access operations that can be used, or the like, or a combina-
tion thereof.

The set of operating parameters may comprise a rule set,
which, for the purposes of this embodiment and others, may
comprise both rules and meta-rules as described elsewhere
herein. The rule set may designate how files are to be stored,
for example how files of different sizes and types are to be
treated, potentially based on other operating parameters.

The set of operations further comprises obtaining 830
information indicative of the current contents of the various
storage systems of the computing device, along with infor-
mation indicative of new files to be stored, if applicable. The
information may include file metadata retrieved from the
storage systems or a database. At least some of the informa-
tion may be retrieved via the unified file system interface.

The set of operations further comprises computing 840 a
file storage solution based on the obtained operating param-
eters and current contents of the storage systems and new files
to be stored. The file storage solution may be computed in
order to satisfy or approach satisfaction of various criteria,
such as criteria specified in the rule set, performance optimi-
zation and load balancing criteria, file rearrangement limits,
and the like. The file storage solution may or may not be an
optimal solution. A limit may be placed on the time or effort
taken in computation of the file storage solution. Various
approaches may be used to compute a candidate file storage
solution, such as multidimensional optimization, linear pro-
gramming, neural networks, machine learning, simulated
annealing, and the like.

The set of operations further comprises storing 850 and
possibly moving files on the various storage systems in accor-
dance with the computed file storage solution. Commands for
executing storage and movement of files may be issued to the
computing device via a unified interface extension.
Computer Program Product

Acts associated with the method described herein can be
implemented as coded instructions in a computer program
product. In other words, the computer program product is a
computer-readable medium upon which software code is
recorded to execute the method when the computer program
product is loaded into memory and executed on the micro-
processor of the mobile device.

Apparatus

Embodiments of the present technology relate to an appa-
ratus for managing data storage, data access, and data syn-
chronization. The apparatus may be a special-purpose or gen-
eral-purpose computer such as a desktop or laptop personal
computer, configured via software, firmware, or both. As
would be readily understood by a worker skilled in the art,
such a computer generally comprises components such as a
user interface, processor, volatile memory, non-volatile
memory, wired device interface ports, wireless device inter-
face ports, wired network interface ports, wireless network
interface ports, power supply, and the like.

The computing device which comprises a plurality of stor-
age systems may be a mobile device to which the apparatus is
operatively coupled, for example for communication pur-
poses. The computing device may be a PDA, smartphone,
tablet computer, or the like. The computing device may com-
prise various storage media, such as removable or non-re-
movable solid-state storage media.

One or more processors of the apparatus are generally
configured to execute program instructions related to the
present technology, the program instructions stored in
memory. The apparatus may comprise one or more modules,
which may, in some embodiments, be interpreted as func-

10

15

20

25

30

35

40

45

50

55

60

16

tional modules enabled by different sets of program instruc-
tions stored in common memory and executed by a common
set of processors.

This new technology has been described in terms of spe-
cific implementations and configurations (and variants
thereof) which are intended to be exemplary only. The scope
of the exclusive right sought by the applicant is therefore
intended to be limited solely by the appended claims.

The invention claimed is:

1. A method for managing data storage and access at a
computing device, the computing device associated with at
least a first storage system and a second storage system, the
method comprising:

providing, at the computing device, a unified file system

interface configured to provide access to data of data
files stored on at least one of the first storage system and
the second storage system, the unified file system inter-
face comprising alias files accessible via an alias file
path structure, each alias file associated with one of the
data files;

managing storage of the data of data files stored on the first

storage system and the second storage system in accor-
dance with a rule set to move the data of the data files to
different ones of the first storage system and the second
storage system to adjust free space on the first storage
system and the second storage system;

wherein the alias file path structure is independent of

whether the data of the data files is stored on the first
storage system or the second storage system; and
wherein the alias file path structure is unaffected by the
moving of the data of the data files to different ones of
the first storage system and the second storage system.

2. The method according to claim 1, wherein each alias file
is associated with one of the data files based at least in part on
contents of a lookup table stored in memory, the method
further comprising updating said contents of the lookup table
as the data of the data files is moved to different ones of the
first storage system and the second storage system.

3. The method according to claim 1, wherein each alias file
is associated with one of the data files is constructed dynami-
cally based on contents of stored metadata, the metadata
associated with the data of the data files stored on the first
storage system and the second storage system.

4. The method according to claim 1, wherein the first
storage system and the second storage system are each asso-
ciated with a priority level, and wherein managing storage
comprises moving the data of the data files preferentially to
different ones of the first and second storage system based on
the priority levels.

5. The method according to claim 1, wherein managing
storage comprises one or more of: managing storage of the
data of data files stored on the first storage system and the
second storage system in accordance with the rule set to move
the data of the data files to different ones of the first storage
system and the second storage system in accordance with one
or more performance optimization criteria; managing storage
of the data of data files stored on the first storage system and
the second storage system in accordance with the rule set to
move the data of the data files to different ones of the first
storage system and the second storage system in accordance
with one or more load balancing criteria; managing storage of
the data of data files stored on the first storage system and the
second storage system in accordance with the rule set to move
the data of the data files to different ones of the first storage
system and the second storage system based on file size; and
managing storage of the data of data files stored on the first
storage system and the second storage system in accordance
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with the rule set to move the data of the data files to different
ones of the first storage system and the second storage system
based on file type.

6. The method according to claim 1, wherein at least one of
the first storage system and the second storage system is
selected from the group comprising: virtual storage systems;
removable storage systems; internal storage systems; remote
storage systems; and cloud-based storage systems.

7. The method according to claim 1, wherein interaction
with the unified file system interface is performed via a first
syntax, and interaction with at least one of the first storage
system and the second storage system is performed via a
second syntax, different from the first syntax, the method
further comprising translating between the first syntax and
the second syntax.

8. The method according to claim 1, further comprising
performing data synchronization operations via the unified
file system interface.

9. An apparatus for facilitating data storage and access on
a computing device, the computing device associated with at
least a first storage system and a second storage system, the
apparatus comprising:

a unified file system interface configured to to provide
access to data of data files stored on at least one of the
first storage system and the second storage system, the
unified file system interface comprising alias files acces-
sible via an alias file path structure, each alias file asso-
ciated with one of the data files; and

an inter-storage system management module configured to
manage storage of the data of the data files on the first

storage system and the second storage system in
accordance with a rule set to move the data of the data
files to different ones of the first storage system and
the second storage system to adjust free space on the
first storage system and the second storage system;
wherein the alias file path structure is independent of
whether the data of the data files is stored on the first
storage system or the second storage system; and
wherein the alias file path structure is unaffected by mov-
ing of the data of the data files to different ones of the first
storage system and the second storage system.

10. The apparatus according to claim 9, wherein each alias
file is associated with one of the data files based at least in part
on contents of a lookup table stored in memory, the method
further comprising updating said contents of the lookup table
as the data of the data files is moved to different ones the first
storage system and the second storage system.

11. The apparatus according to claim 9, wherein each alias
file is associated with one of the data files is constructed
dynamically based on contents of stored metadata, the meta-
data associated with the data of the data files stored on the first
storage system and the second storage system.

12. The apparatus according to claim 9, wherein the first
storage system and the second storage system are each asso-
ciated with a priority level, and wherein managing storage
comprises moving the data of the data files preferentially to
different ones of the first and second storage system based on
the priority levels.

13. The apparatus according to claim 9, wherein managing
storage of content comprises one or more of: managing stor-
age the data of data files stored on the first storage system and
the second storage system in accordance with the rule set to
move the data of the data files to different ones of the first
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storage system and the second storage system in accordance
with one or more performance optimization criteria; manag-
ing storage the data of data files stored on the first storage
system and the second storage system in accordance with the
rule set to move the data of the data files to different ones of
the first storage system and the second storage system in
accordance with one or more load balancing criteria; manag-
ing storage the data of data files stored on the first storage
system and the second storage system in accordance with the
rule set to move the data of the data files to different ones of
the first storage system and the second storage system based
on file size; and managing storage the data of data files stored
on the first storage system and the second storage system in
accordance with the rule set to move the data of the data files
to different ones of the first storage system and the second
storage system based on file type.

14. The apparatus according to claim 9, wherein at least
one of the first storage system and the second storage system
is selected from the group comprising: virtual storage sys-
tems; removable storage systems; internal storage systems;
remote storage systems; and cloud-based storage systems.

15. The apparatus according to claim 9, wherein interac-
tion with the unified file system interface is performed via a
first syntax, and interaction with at least one of the first
storage system and the second storage system is performed
via a second syntax, different from the first syntax, the
method further comprising translating between the first syn-
tax and the second syntax.

16. The apparatus according to claim 9, the apparatus fur-
ther configured to perform data synchronization operations
via the unified file system interface.

17. A computer program product for managing data storage
and access on a computing device, the computer program
product comprising a nontransitory computer readable
medium having code embedded therein which, when loaded
into memory and executed on a processor of a computer, is
configured to perform the following:

providing, at the computing system, a unified file system

interface configured to provide access to data of data
files stored on at least one of a first storage system and a
second storage system associated with the computing
system, the unified file system interface comprising alias
files accessible via an alias file path structure, each alias
file associated with one of the data files; and

managing storage of the data of data files stored on the first

storage system and the second storage system in accor-
dance with a rule set to move the data of the data files to
different ones of the first storage system and the second
storage system to adjust free space on the first storage
system and the second storage system;

wherein the alias path structure is independent of whether

the data of the data files is stored on the first storage
system or the second storage system; and

wherein the alias file path structure is unaffected by mov-

ing of the data of the data files to different ones of the first
storage system and the second storage system.

18. The method according to claim 1, wherein at least a
portion of the data of one or more of data files is stored on both
the first storage system and the second storage system.

19. The apparatus according to claim 9, wherein at least a
portion of the data of one or more of the data files is stored on
both the first storage system and the second storage system.

#* #* #* #* #*



